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Abstract— The process of nonlinear system identification is
and has always been extremely relevant in the fields of engi-
neering and biology. Over the last few years Neural Networks
(NN) have been leading the way to extract models. However,
we may find ourselves in a situation where acquiring data is
expensive or complicated, making it harder to train a Network;
a commonplace situation in biology. Additionally, we may find
relevant to extract a human understandable model, such as an
ODE system, that can be further analysed and fully describes
the system dynamics. The focus of this project is to create a tool
to aid, or fully automate, the identification of system dynamics
in noisy environments and with a restricted amount of data.
As such, we propose a two step process for the task. First
novel way of estimating derivatives of data through Gaussian
Processes. Second the use of Sparse Bayesian Learning as a
feature selection algorithm for finding sparse representations of
our estimated derivatives from a dictionary of nonlinearities.
The results are finally displayed back to the user in ODE form,
making it simpler for the study of system properties such as
stability or non-negativity and providing an explainable output.

I. INTRODUCTION

The process of nonlinear system identification is becoming
ever more relevant with the raise of Machine Learning and
the push for automation [1]. Over the last few years Neural
Networks (NN) have been leading the way in the way we
make sense of new data; from financial fraud detection in
the stock market to movie recommendations these algorithms
are omnipresent in our day to day. These black-box methods
allow us to make reliable predictions and they have shown
outstanding results in previously unimaginable tasks like
generating human-like speech [2] or accurate image classi-
fication [3]. However, training Neural Networks can be data
expensive and while it is not strictly necessary in many fields,
there exists real value in the explainability of the models
that have been inferred from data. The ability to dissect and
predict the model’s behaviour becomes especially relevant
in fields where an unpredicted behaviour of said model can
have major negative consequences. An explainable model
can generate trust in users [4], allows for easier debugging
and improvement, makes it easier to add prior information
and even creates the possibility of gaining new insights [5]-
[7]. Thus, with an understandable model, the human user can
for instance understand failure modes, stability conditions
and extract relevant insights that might be hidden in a black-
box model. The aim of this project is a system identification
tool for ODE systems. The tools takes as input the observed
states of an unknown system and requires a dictionary of
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nonlinearities that can be tuned by the user to find the model
dynamics. The problem then can be formulated as

y = Odw + ¢, (1)

where ® € R™*™ s the dictionary of features used to
estimate y € R" the observed signal. w € R™ is a
vector of unknown weights that we wish to find, that will
select the sparsest realisation of the dictionary of features
that describes the observed data. Finally the noise e € R"
which is modelled as zero mean additive Gaussian noise
€ v~ N (€0, \) € R™ with variance vector \.

However, it is possible find ourselves in a situation where
the number of dictionary entries might be greater than the
length of the data provided m > n and as such rendering
the problem ill-poised. To tackle this problem we make
the assumption that the actual model describing y is best
described by a small number of entries from the dictionary,
in which case w is sparse. The motivations behind the
inclusion of sparsity are two-fold. First, from compressed
sensing we know it can help solve what in principle looks
like an underdetermined problem, where there are more
dictionary entries than data available for its assessment
[8], [9]. Second, Sparse Bayesian Learning (SBL) [10], the
regression method selected for this project, also embodies
a mathematical Ockham’s razor ( [11] chap 28). SBL will
select the simplest realisation of the dictionary that fits the
data, reducing the possibility of over-fit and maximising
the prediction capabilities of the model. Finally, SBL is
flexible enough to allow for the addition of constraints in
the regression which can later be used to enforce different
qualities in the model, like stability or non-negativity, which
could reduce search-space to only physically meaningful
models [12].

Another problem arises when we wish to estimate the
dynamics of the system. Most of the time we will not have
direct access to the derivative of the data and it should be
inferred or estimated. Furthermore, any noise present in the
observations of the system is then substantially increased by
the differentiation process and as such can render the task
of inferring the model almost impossible. Previous work in
the field fails to address or sometimes even mention this
problem. Simulations are often run at very low noise levels
or no noise at all, which is not a realistic representation of
real-life data. Here we present a novel way of estimating
derivatives through the use of Gaussian Processes. Ideally
we can construct a non-parametric model through Gaussian
Processes that expresses observed features like periodicity
or smoothness. This Gaussian Process is then fit to the data



by performing some type of regression. Finally, once the
estimated mean and covariance functions are founds we can
take the derivative and use that as an alternative to raw data
or other common approaches like spines or polynomial fit.

II. METHODS

The aim of this project is estimating a system of differ-
ential equations from their observable states. Assuming each
observed state y can be differentiated to find y, the problem
at equation (1) becomes

y=2(y)w+e, 2

where the dictionary of features ® is evaluated at the
observed states y. While the problem of feature selection
for uncovering differential equations has been previously
explored [13], [14], no optimal solution has been found for
the estimation of the states and their derivatives from data.
Even if the derivative of the system is directly observable, the
problem of fitting the noisy data to find the original signal
still holds. Furthermore, this problem can be amplified when
the derivative must be found by the numerical differentiation
of the noisy observed states, a process in which noise can
fully drown the desired signal.

A. Data modelling with Gaussian Processes

In real-world applications, the data being fed into the
tool will most likely be corrupted with noise and some
preprocessing should be in place. Parametric models such
as splines and polynomials are useful as they can have
outstanding results with little to no tweaking and are in
fact implemented as an option in the final version of the
tool. However, even having a shallow knowledge of the
system, the user might still know if said system is expected
to be smooth, continuous or periodic and the data-fit can
be improved when these macro-trends are well captured.
Previous work has shown the benefits of nonparametric
models such as Gaussian Processes [15], [16]. These are
attractive alternatives for their expressivity and the use of
marginal likelihood [17] to compare models and assess
their fit. Gaussian processes are modelled with kernels that
describe their covariance function, the most basic example
is the Square Exponential kernel (SE)

(vi —y;j)?

o2 ), Vi,j=1,2,...,n (3)

k(yi,yj) = o exp(—
where k(yi,y;) is the entry K ; of the covariance matrix
K and o, n are parameters used to fit the data. Their
flexibility in data modelling allows for expressing different
characteristics of a signal, such as smoothness or periodicity,
through the selection and combination of kernels. They also
allow for both interpolation and extrapolation while at the
same time providing an estimate of the covariance at each
point of the signal, effectively providing a (biased) confi-
dence interval for our estimations. Finally, we can compare
several models by their marginal likelihood [11] allowing
for the implementation of automatic kernel selection. To fit
a Gaussian Process, one kernel or combinations of them are
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Fig. 1: How kernels can express structure, figure from David
Duvenaud’s thesis [16]

selected and the parameters are fit using a Gaussian Process
Regressor. In this project an algorithm described in [18]
chapter 4 is being used, which was implemented through
the Scikit-learn library (See appendix for library version
and system specification). If the user is knowledgeable on
Gaussian Processes, the kernels can be manually selected;
alternatively, a pool of kernels can be chosen, fitted to the
data and then compared as previously described through their
marginal likelihood. Finally, the noise is modelled through
a White Noise kernel that is added to the original kernel(s)
to model and estiamte the noise variance level, which will
help make better estimations when using feature selection
algorithms.

B. Using GPs for derivative estimation

If the multivariate random variable y € R" is sampled
from a Gaussian Process with mean ;1 € R™ and covariance
K e R»*»

y -~ N, K) O]

then the distribution of y’ = Ay, where A € R™*" is a linear
transformation matrix, with Gaussian noise € A (0, AI) will
be another Gaussian Process [18] [15]:

y' N (Ap, AK AT + \I) (5)

As such, if we model our data through Gaussian Process,
then the derivative of the data can be estimated with its
corresponding covariance function [19]. To calculate the
numerical derivative, the gradient of the mean is computed
using second order accurate central differences.

C. Sparse Bayesian Learning

Once the estimation of both the derivative y.,; and vari-
ance A are found, these will be used to find the equations
that govern the dynamics of the system. We will be using y
on the following derivations to represent a generic function
that we wish to estimate. For our purposes y = y¢s; as it is
the best data available to find dynamics of the system. For
simplicity in the derivations we will stick to using y instead
of y.s¢+ and similarly will will be used A to refer to Agy;.



Several feature selection processes have been developed over
the years and which to choose has become a hot-topic in
the Machine Learning community. Luckily the necessities
(and assumptions) of this project reduce the search-space
significantly to sparse regression methods for the reasons
stated in the introduction. In [12] D.Wipf and S.Nagarajan
make an outstanding contribution by comparing several ¢1
and /2 sparsity enhancing feature selection methods. The
best results in terms of sparsity and precision were achieved
through Sparse Bayesian Learning (SBL) algorithm [10]. The
algorithm assumes a Gaussian likelihood function p(w|y) =
N(y;®w,\I) and focuses in the selection of w for the
maximisation of the probability of y. The basic prior used in
SBL is p(w;v) = N (w; 0, diag[y]). As it can be observed
v is a vector that governs the variance of each of the weight;
it is estimated from data by marginalising over the weights
and then performing type-II maximum likelihood [20] [17]
[21], which is equivalent to maximizing

L(y) = —log / p(y|w)p(x; v)dw (6)
= —logp(y;~) (7
=log|Sy| +y" S,y (8)

where 3, £ A + ®diag[y]®T. The objective then becomes
to obtain the optimal v, that minimizes equation (6) and then
setting

wspr = B(wly;v.) = diag[1.]®" S, 'y ©))

However, equation (6) is often intractable, thus we follow
the method suggested by D.Wipf et al. [20] that proposes
a reformulation of the optimization by solving a series of
reweighted ¢1 problems. This approach, while it slightly
under-performs compared ¢2 — SBL [12], its separable form
makes it suitable for the addition of further constraints like
non-negativity of wgpy that might be of future interest
as will be explored in the discussion. The problem of
minimizing (6) is relaxed by an upper bound

L(y,z) 22"y —g"(2)+y S, 'y > L(7) (10

the tightest bound of which is obtained by minimizing over
z. The optimal value 2" = diag[®” X, ' ®], is the slope of
—log|x; | at ~+*. In the implemented algorithm, we initialize
zF=0 =1, i=1,2,...,n and then iteratively solving:

¥ = argmin £, £ (2%)TH% + yTEljly (11)
¥
To solve (11) another upper bounding auxiliary function
is used; at iteration k the auxiliary function

2
S wj 1 2
L.(y,w) = E (zivi + 7) + KHY —owl|[; > £, (12)

. K2
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is solved, which is equivalent to solving the least absolute
shrinkage and selector operator (Lasso) equivalent problem
w, = argmin|ly — dwl|3 + 2!\2,3141/2

w .

3

|w;] (13)

and then setting v ! = 2~ L/ ?|w;|, which will be the global
minimum of (11), which can in turn be iteratively solved to
minimize the original function (6). For all the results later
shown, the problem is solved using a second order conic
solver for 100 iterations.

D. Dictionary selection

Now that both derivative estimation and feature selection
process are in place, the only task missing is to create a
dictionary of equations to be used in the SBL process and
that can capture the dynamics of the system. It is here
where the user’s prior knowledge can help generate much
better insights in reduced time, especially when compared
to other ”brute force” methods that search on the whole of
mathematical space [7]. The current implementation expects
the user to manually input or tweak the type of equations
that should be explored, it uses symbolic python to make
this input as intuitive as possible; for instance a valid input
would be: [“17, “a” 7y”, “2", “1/x”, “1/y”, “x * 2"]. The
dictionary is then evaluated at the sates estimated by the
Gaussian Process fit or spline, then ¢2 normalized to ensure
all entries are penalised evenly [22].

E. Final Output

Once the data is processed, the output of the tool is human
comprehensible. The program will also allow the user to
provide a threshold, entries below which will be rendered
zero (instead of the output of the SBL algorithm, which
would be an extremely small, but non-zero quantity). After
which the output for the estimated ODE model is presented
to the user in equation form, again using symbolic python.

III. RESULTS

We seek to estimate an unknown model in the form:

Y = f(Y,0) (14)

where Y € R™ P, for n number of data points and p
observable states of the ODE system and 6 are coefficients or
inputs to the system. Before entering more complex system
dynamics and over-complete dictionaries, we begin with
some synthetic examples with different levels of noise to
show the robustness of the system.

A. Discovering Lotka-Volterra systems

A simple yet common example in both biology and
ecology are the rhythmical fluctuations that arise in prey-
predator interactions or in some biochemical systems [23]
[24]. They describe the oscillations often observed in the
population of predators and preys, where in an isolated
environment, the increase of the prey leads to an increase in
predators, generating a drop in the prey population, which
pushes the predator population down re-starting the cycle.
This ordinary differential equation system

z—f = ax — Bzy (15)
dy = dzy — vy (16)

dt



SNR MSE ¢0 | SNR MSE /0
GP 5 0.38 1 8 0.165 0
Spline 5 18.9 4 8 9.5 2

SNR MSE ¢0 | SNR MSE /0
GP 10 0.99 0 13 0.05 0
Spline 10 5.99 1 13 3.01 0

TABLE I: Comparison of Spline and Gaussian Process in
the approximation of the numerical derivative of the data
provided. MSE represents the Means Square Error when
compared to the analytical derivative and ¢0 represents the
number of extra terms added to the system when compared
to the original model.

called Lotka-Volterra system models such behaviour, where
the parameters to be estimated are («, 3,0,v) and the ob-
servable states x,y. To generate these states the equations
are integrated and white Gaussian noise is added to test
the system’s robustness. The dictionary entries being used
for this example include all combinations of linear, first and
second order terms of the observable states. The data being
fed into the algorithm is a realisation n=300 data points
long over a time span (¢ € [0, 30]); effectively a sampling
frequency of 10Hz, a realistic sampling rate in many fields.
The Table I compares the derivative estimation error from
the spline and Gaussian Processes and the numbers of extra
terms at each noise level (represented with /0 as the zero-
norm penalty for extra terms). The shown noise levels in
the table represent those at which there where changes in
the number of incorrect terms added to the equations (e.g.
the number of wrong additional entries is reduced from
4 to 2). The noise is measured by the Signal to Noise
Ratio (SNR) defined in more depth in the appendix. It is
also worth mentioning that at all noise levels tested for
this example (SNR € [5,50]), the real terms where always
present, although the coefficient values widely varied in
the noisier realizations where other terms were mistakenly
present.

B. Discovering Rossler equations

The Rossler Equations were introduced in 1976 by Otto
Rossler as an alternative to the Lorenz attractor for modelling
chaos [25]. This system is described by

dzx
a4 an
dy
_— = 1
7 T+ ay (18)
dz
= — 1
I B+ z(x — ) (19)

and it was chosen for its abrupt changes in the state z,
which make it more challenging for our system to optimally
estimate the parameters. For this example, the dictionary
was set to all possible combinations of the observable states
up to of third order or less (e.g. x?z). This proved a
relevant example to show the difference in noise tolerance for
different systems. Chaotic attractors with aburpt changes in
the observable states such as this one prove more challenging
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Fig. 2: Original vs estimate of the Lotka-Volterra system
for « = 2/3, p = 4/3, 6§ = 2, v = 1. The estimated
system was reconstructed from noisy observations (SN R =
8dB) of Gaussian additive noise, time span t € [0,30] and
a sampling rate of 10Hz. In this example the derivative
estimation through Gaussian Processes with the selected
kernel (Rational Quadratic + White noise Kernel) took 2.49s
and the subsequent structure estimation took 2.26s. (The
system and libraries used to obtain these results are described
in the appendix)

for our implementation, having to raise the SNR to 20dB
before converging to the right solution. Similarly to the
results shown in [7] were this process was also studied, our
system converges to a “regularized” version of the system at
higher noise levels. The term most commonly dropped was
the b parameter, which even when correctly identified still
had the highest error in its estimated value.

C. Testing the accuracy of Sparse Bayesian Learning

To exemplify how useful and robust the Sparse Bayesian
Learning algorithm can be, a test was created to show the
accuracy and the importance of sparsity in the results. The
test used for the assessment of the algorithm is based on
the Taylor Series expansion of sin(z). This function can be
approximated with a high order polynomial

) x> 2> 2" 2

sm(x)%x—g—&-a—ﬁ—i-a—...
In this case the algorithm is provided with a dictionary of
different order polynomials and is given a sine function to
model, therefore it is expected to find the coefficients for the
sin(x) Taylor expansion. The aim is to observe whether the
algorithm is able discern the almost negligible contribution
of higher order non-zero terms from those higher-order real
zero terms. The Dictionary provided

I‘Q .133 $4 1,5 3320

TR R AR
where 1 is a vector of ones of equal length to the rest of
dictionary entries. The ideal output of the algorithm should
be a vector selecting the non-zero entries with an absolute
value of one and setting all the other values to zero. Given

(20)
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Fig. 3: Original vs estimate of the Rossler system for
a = 0.2, 8 = 1.2, § = 12. The estimated system was
reconstructed from noisy observations (SNR = 20dB)
of Gaussian additive noise, time span ¢ € [0,100] and
a sampling rate of 10Hz. In this example the derivative
estimation through Gaussian Processes with the selected
kernel (Matern + White noise Kernel) took 17.02s and the
subsequent structure estimation took 59.26s.
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Fig. 4: Test for the accuracy of SBL: finding the Taylor
expansion coefficients for sin(z)

the numerical limitations of discrete systems, it would be
impossible to have such a result. However, the ability to
discern between zero and non-zero terms remains relevant
and the results can be observed in figure 4.

It is clear that the algorithm was able to discern between
the zero and non-zero terms, where the smallest difference
between a zero and non-zero entry is of 18 orders of
magnitude, which could probably be improved with a finer
tuning of the solver. To make the problem harder and show
the power of compressive sensing and sparsity [26] [9] only
n=10 data points where provided; smaller than the number
of entries in the dictionary (n < m), a traditionally ill-posed
problem that is shown to converge to the right solution.

D. Gaussian processes and splines: differentiation accuracy

Finally we want to compare the improvements in differ-
entiation accuracy using Gaussian Processes for data fitting
when compared to spline fitting, one of the most commonly
used fitting and interpolation methods. Although some initial
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Fig. 5: Mean Square Error in the derivative estimation of
the first observable state of the Lorenz attractor for different
levels of noise

results where shown in I, a more in depth example could
show the benefits of Gaussian Processes. In this case we are
using the Lorenz attractor [27] used to describe meteorologi-
cal phenomena; another chaotic system similar to the Rossler
equations and described by

dzx

P v(y — ) (22)
dy

E—x(p—Z)—y (23)
dz

W Bz (24)

to test for the accuracy in the estimations of derivatives.
For the selected parameters (v = 10, 8 = 8/3, p = 28)
and observable states (x,y, z) the system was integrated in
the time span ¢ € [0,10] using n = 300 data points. The
accuracy in the derivative was measured by comparing the
Gaussian Process and Spline estimates of the first observable
state (‘é—‘f) against the analytical derivative for different levels
of additive Gaussian Noise. The results are summarized in
figure (5) which plots the Mean Square Error in estimation in
logarithmic scale. While at higher noise levels both methods
show similar results, when the noise level is lowered, the
prediction and modelling capabilities of Gaussian Processed
show improved results. The abrupt jumps in the accuracy
of Gaussian Processes corresponds to the failure/success of
the regressor to correctly model the noise and incorrectly
overfitting the measurements. However, when the model
correctly models the underlying system, the accuracy of the
derivative shows an improvement often in the range of 1-2
orders of magnitude when compared to the Spline fit. For
this simulation the Rational Quadratic kernel was selected
with an added White Noise kernel to model the noise.
This example expects to show the simplest implementation
possible of Gaussian Process fitting, where only one kernel
is selected to show the structure of the system and no check
is done in the Log-likelihood function to see whether the
Gaussian Process Regressor is overfitting. As such, we show
the benefits that can be obtained from this approach even
with a low effort implementation and no prior knowledge of
the underlying system.



IV. DISCUSSION

Finding mathematical models that describe experimental
data can be a hard and time-expensive task if done manually
and our hopes is to shorten the time required. Our tools
shows promising results under the assumption that all state
variables are measured and improves on similar implemen-
tation by using a more accurate method of derivative esti-
mation. When compared to other tools, our implementation
greatly benefits from the reduced computing complexity
of a reduced sample space from which to derive models.
Alternatives like Markov Chain Monte Carlo for the parsing
of mathematical space and symbolic regression methods can
have outstanding results for completely unknown systems,
but at the same time the unbounded nature of this methods
results in convergence to models that may not be relevant for
the purposes of the user. Furthermore, this methods usually
take hours of computation in most systems which could be
detrimental in situations where the next experiment depends
on the results derived from the tool. For most common use
cases our tool converges in seconds or minutes, even in
underdetermined systems such as the one shown in figure
4.

A. Future improvements

No project is ever finished and this is no exception. While

the results suggest both noise robustness and sparsity in the
results, there are still several direction to be explored further
for this project.
In biological systems many dynamics are described by
fractional functions that are currently hard to model with
our implementation. A toggle-switch [28] is a biochemical
system commonly described as

A B
@ i Ber A (2)
db b VB (26)

dt T 1+ (Afen

where 3, §, v are parameters to be estimated. For the
current implementation of the tool to converge to the correct
solution, the dictionary should have specifically the entry
% in the dictionary as it current.ly lacks. a way of
optimizing over a parameter such as  in equation 25. To
improve this a solution such as the one proposed in [29]
could be used, where the problem 2 can be rearranged into:

fn(Y,0)

v = v = 200

g 30 = fot; )Y =0

27
With this rearrangement the problem is again suitable for
sparse regression algorithms such as SBL, meaning that
parameters as K can be estimated through regression and not
additional dictionary entries. Second, further work could be
done in numerical derivative estimation by comparing some
of the methods described in [30]. Some of these could poten-
tially provide better results than the current implementation
which uses second order central differences in the numerical
differentiation of Gaussian Processes. Additionally, for those

kernels that allow it, the analytical derivative of the Gaussian
Process could be used, which could in theory provide the
highest accuracy instead of the numerical estimations. Fi-
nally, the exploration of further constraints in the regression
could also be of potential interest. For instance, ensuring non-
negativity in the observed states or stability of the estimated
system could also help reduce the possible solutions to those
physically relevant.

V. CONCLUSION

Finding close-form mathematical models from experimen-
tal data is one of the oldest and most relevant endeavours
in the scientific community and for the most part these
equations have been derived from first principles. Recently,
the abundance of data and increased computing power has
allowed for the field of data-driven modelling. In the fields
where the first principle derivations might be intractable [13]
like in some dynamical networks, biochemistry or neuro-
science, useful insights might be hidden in data that could
help the user uncover new relationships previously unknown.
Furthermore, in fields like biology and biochemistry where
the possible interactions are countless and the underlying
system is incredibly complex, it might be difficult to use
first principles and the data is often corrupted with high
levels of noise. In this situations the use of automatic system
identification tools with more precise derivative estimations
can have a powerful impact in productivity. The tool could
allow the user to parse through thousands of possible models
in a matter of seconds or minutes while still making use of
the user’s knowledge of the underlying system to converge
to the right solution.
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APPENDIX

All the code used in the report can be found and down-
loaded from https://github.com/zoltuz/ode_composer_py a
python package designed for the identification of ODE
systems.The results were obtained using Python 3.7 and
making use of the following libraries:

o sci-kit learn - 0.23.0

e scipy - 1.4.1
e sympy - 1.5.1
e cvxpy - 1.1.1

e numpy - 1.17.4
« matplotlib - 3.2.1

All simulations and results were run in a 64-bit Windows
machine with 12GB of 2600MHz RAM and an Intel Core
i5-4670K 3.5GHz processor.

NOMENCLATURE

a € R Parameter in an ODE system

B € R Parameter in an ODE system

0 € R Parameter in an ODE system

y € R" Derivative of the signal y

Y € RP*™ Derivative of Y

e € R™ White Gaussian noise

n € R Parameter

~v € R™ Variance of the prior over w

~* € R™ Optimal value of ~

+* € R™ Value of v in the k-th iteration

A € R Complexity penalty parameter for SBL, depends on
the variance \

A € R™ Variance vector of the White Gaussian noise

€ R™ Mean of Gaussian Process

w € R™ Automatic Relevance determination vector; selects
the entries in ® and assumed to be sparse

y € R™ Signal or vector to be modelled with n data-points

y: € R i-th entry of vector y

v € R Parameter in an ODE system

® € R™"*™ Dictionary of non-linearities with m entries

p € R Parameter in an ODE system

o € R Parameter

Xy L € R™*"™ Moore-Penrose pseudo-inverse of the matrix
Xy

A € R™*™ General linear transformation matrix

K € R™*™ Covariance of the Gaussian Process

K; ; € R i-th entry of the j-th column of K

K; € R" i-th row of the Matrix K

K; € R" i-th column of the Matrix K

m € R Number of non-linearities in ®

n € R Number of data-points

T Variable in an ODE system
Y € RP*™ Matrix of p observable states and n data-points
Y Variable in an ODE system
z Variable in an ODE system

SNR  Signal to Noise Ratio SNR = 10log(L2¥ signal )

Powernoise



